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Executive Summary

As far as the number of involved TSOs and the amplitude of the registered frequency deviation are concerned, the events on 4 November 2006 constitute the most severe disturbance in the history of UCTE.

After the tripping of many high voltage lines that started in the North Germany, the UCTE grid was divided into three islands (West, North East and South East). This resulted in significant power imbalances in each island. The power imbalance in the Western area induced a severe frequency drop that caused an interruption of supply for more than 15 million European households.

In both under-frequency areas (West and South East), sufficient generation reserves and load shedding allowed restoring the normal frequency in a relatively short time. In the over-frequency area (North East), the lack of control over generation units (quick reduction of schedules and automatic reconnection of wind generation) contributed to the deterioration of system conditions in this area (long lasting over-frequency with severe transmission lines overloading).

Generally, the uncoordinated operation of generation units (mainly wind and combined-heat-and power) during the disturbance complicated the process of re-establishing normal system conditions.
The resynchronization of the three islands was performed after several unsuccessful attempts. The full resynchroni-zation was completed within 38 minutes after the system split. Although the individual TSOs did not have a complete and clear picture at any moment of the unexpected and exceptional events, a normal situation in all European countries was re-established in less than 2 hours.

However, the decentralized spread of responsibilities among TSOs demonstrated its efficiency: appropriate measures were taken against further deterioration of the situation and thus avoided a blackout on the entire European continent.

The investigations identified so far two root causes as well as five critical factors.

Essential root causes

Non fulfillment of the N-1 Criterion

The evaluation of N-1 secure conditions was not based on results of a N-1 numerical analysis. It was also not based on the analysis of possible changes in the system conditions for the following hours.

The impact in terms of N-1 criterion fulfillment of the triggering sequence of events in the evening of 4 November (the outage of the Conneforde-Diele line and the topology change in Landesbergen substation) were not checked by E.ON Netz via a numerical simulation. Only an empirical evaluation of the situation was performed.

The results of the preliminary security calculations performed in the course of this investigation confirm that the N-1 criterion was not fulfilled in the E.ON Netz grid and on some of its tie-lines to the neighboring TSOs.

Inappropriate regional inter-TSO co-ordination during this event

The initial planning for switching-off the 380 kV Diele-Conneforde line foreseen on 5 November from 01:00 to 5:00 was duly prepared by the directly involved TSOs (E.ON Netz, RWE TSO and TenneT).

However, the change of the time of this switching manoeuvre was communicated by EON Netz to the other directly involved TSOs very late and was not prepared and checked in order to ensure the secure operation of the system in this area. No specific attention was given by E.ON Netz to the fact that the protection devices have different settings on both sides of the Landesbergen-Wehrendorf line although this information was critical due to the very high flow on this line.
[…]
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2. UCTE as standard setting organization and TSO coordination

platform

The "Union for the Co-ordination of Transmission of Electricity" (UCTE) is the association of transmission system operators in continental Europe. It aims at providing a reliable market base through the co-ordination of the operation of electric "power highways" over the entire European mainland.

[…]

However, the UCTE interconnected system is operated more and more at its limits. Markets trigger an increase of cross-border power flows between countries since markets by definition aim at optimising the produced power depending on short term prices differences. This leads to important variations of generation patterns within the UCTE systems displacing substantial amounts of electricity from one area to another one, from one hour to another one, or even shorter.

One actual example of changing generation patterns is due to the rapid development of wind generation characterized by a short term predictability: within a few hours, the production of wind farms can change from minimum to maximum and conversely. This can only be mastered with an adequate transmission infrastructure and a more and more complex management of interconnected networks. In reality, many UCTE TSOs face increasing difficulties to build new network infrastructures (lines, substations, etc.) This puts more than ever before pressure on all TSOs to be able to rely on each other via closer co-ordination mechanisms as those stated among UCTE standards.
This is why UCTE – supported by the European Commission and all relevant stakeholders - developed from 2002 on an own “Security Package” - as a set of complementary tools:

1. The UCTE Operation Handbook [OH] as the compendium of technical standards to be applied in the UCTE interconnected system; OH constitutes the technical/operational reference for a seamless and secure operation of the power system;

2. The Multilateral Agreement [MLA] as cornerstone of the legal framework for the security of the UCTE interconnected systems, since MLA introduces a binding contractual relation between all UCTE TSOs referring to OH.

3. The Compliance Monitoring and Enforcement Process [CMEP} as a recurrent ex-ante process verifying the implementation of the OH standards by all TSOs as well as any measures individual TSOs have committed to towards the entire TSO community in cases of temporary non-compliance.
[…]
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3. System conditions before the disturbance

This part is presenting the general state of the UCTE interconnected system just before its split into three large areas.

[…]

Power balance between the three “virtual” areas

The data about generation is partial and provisional as TSOs do not have the same level of information on the generation, in particular in the distribution grid.

Generation in the whole UCTE system at 22:09 is estimated at around 274 100 MW including approximately 15 000 MW of wind generation (most of which was located in Northern Europe and Spain). This overall figure can be distributed approximately among three “virtual” areas which appeared after the system split as follows:

Western area: 182 700 MW including 6 500 MW of wind generation

North-Eastern area: 62 300 MW including 8 600 MW of wind generation

South-Eastern area: 29 100 MW
The following figure shows the estimated generation (G), the sum of physical exchanges on the lines which tripped in the course of the incident (blue arrows) and exchanges over DC cables (orange arrows).

[…]
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[…]

Figure 1: Generation and power flows between the 3 areas just before splitting 4 November 22:09

Frequency

The frequency from 21:30 to 22:09 is very close to the nominal set point at 50 Hz.

Exchange programs 
 and physical power flows at 22:09 on 4 November

The power flows in a meshed grid are the result from actual state of generation (output and localization), consumption (profiles and localization) and transmission network (topology and technical parameters).

One of the main tasks of the TSOs is to anticipate and manage in real time power flow changes in order to ensure a secure operation of their own control area, and all over the UCTE grid.

Figure 2 shows both exchange programs resulted from trading activities (red) and physical flows (blue) as recorded on 4 November at 22:09. It is not unusual that in a highly meshed network, physical flows significantly differ from the exchange programs.

The main point to be underlined around North East Europe (starting point of the disturbance) is the high flow from Germany to The Netherlands and Poland due to the high wind generation.
[…]

Figure 2: Exchange programs (red) and physical flows (blue) on 4 November at 22:09

[…]
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As a result of co-ordination among TenneT and E.ON Netz for the outage of the Conneforde-Diele line, the TSOs agreed to reduce the cross border transmission capacity from E.ON Netz to TenneT by 350 MW for 5 November from 00:00 to 06:00.

On 4 November, TenneT decided to further reduce the capacity between Germany and The Netherlands for 5 November to take into account the wind forecast and to manage flows on tie-lines to TenneT. As no wind feed-in was expected from E.ON Netz due to the planned outage of the Diele Conneforde line, the reduction of 159 MW was made only on the capacity from RWE TSO to TenneT. Finally the import capacity to The Netherlands amounted to 3 091 MW for 5 November from 00:00 to 06:00.
[…]
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4. Factual sequence of events

This chapter presents the events starting at 21:29 on 4 November.

4.1. Evolution of system conditions before system splitting

[…]

Table 1: Current limit values on the line Landesbergen-Wehrendorf

[…]
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Other measures such as re-dispatch (e.g. with Denmark) were also possible to secure the system but according to the German law5 and E.ON Netz internal procedures this would only be possible if topology changes were not effective to bring back the security of the network 
. Nevertheless, between 21:40 and 22:10, E.ON Netz assumed that there was no immediate need for re-dispatching.

[…]

4.2. Separation of the UCTE system.

As derived from Appendix 4 (Sequence of events), the UCTE system was split at 22:10:28 following the tripping of the interconnection lines between E.ON Netz – RWE TSO, internal E.ON Netz lines, internal lines in APG (AT), intercon-nection lines between HEP (HR) and MAVIR (HU) as well as the tripping of internal lines in HEP (HR) and Mavir (HU). Finally, at 22:10:32, the interconnection lines between Morocco and Spain tripped due to low frequency.
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[…]

Figure 4: Schematic map of UCTE area split into three areas

[…]

Figure 5: Frequency recordings until area splitting
[…]
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[…]
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Figure 6 is presenting frequency recordings as retrieved by Wide Area Measurement Systems (WAMS) in the three areas from 22:09:30 to 22:20:00

[…]

Figure 6: Frequency recordings after the split
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5. System status and defense actions in individual islands

This chapter describes the consequences of system split in terms of load shedding, automatic generation tripping and generation starting/stopping by TSOs in each area.

Remark: for generation connected to the low voltage grid the data is given as TSOs’ estimation.

5.1. Western Europe

5.1.1. Evolution of system conditions

After cascading overloads and tripping leading to the splitting of Europe in three large separate systems, the Western area (composed of Spain, Portugal, France, Italy, Belgium, Luxemburg, The Netherlands, a part of Germany, Switzer-land, a part of Austria, Slovenia and a part of Croatia) faced significant supply-demand imbalance.

Total generation of the Western area : 182 700 MW 

Power imbalance due to missing import from the East: 8 940 MW

This huge imbalance invoked a quick drop (in 8s) of frequency down to about 49 Hz compared to the normal set point value in UCTE of 50.00 Hz (see Figures 7 and 8).

Such a frequency drop resulted in a succession of events on the generation units and automatic activation of the defense plans.

Defense plans were activated in each TSO area and led to automatic load shedding (meant as cut of the power to customers) and pump storage units tripping when the frequency drops under a defined threshold. All these actions occured in a very short time (8 seconds during the frequency drop) and will not be detailed in this document. Only the final status will be described.

According to the UCTE Operation Handbook, these automatic actions should prevent the system collapse as a result of significant power imbalance. The defense plans concerning load shedding and pumped storage unit shedding of each TSO located in the Western area is included in Appendix 5.

The amount of load shedding in each TSO area which is defined in the defense plan depends on the frequency threshold and sometimes on the speed of frequency decrease. For every TSO, the general rule is to trip the pumped-storage units when the frequency drops to 49.5 Hz and start the load shedding step by step at a frequency near 49 Hz with thresholds every 0.4 Hz or 0.5 Hz.

Load shedding and pumps shedding

During the incident, the load shedding and pumps shedding was in line with the values declared by TSOs in defense plans (see Appendix 5). Finally, a total of about 17 000 MW of consumption was shed and 1 600 MW of pumps was shed (see map below in Figure 7).
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[…]

Figure 7: Map of load and pumped-storage shedding by TSOs (with rates of load shedded %)

In red square, the total of automatic (A) load shedding separated of manual (M) load shedding. The value in the blue square is the rate of load shedding and pump shedding related to the total estimated total load (or load in the TSO grid, where the total load cannot be determined at the moment).

The values in green squares show the automatic pumps shedding (which can be activated according to the defense plan). This action has been made only by a few TSOs due to the hour of the incident (just after 22:00) when most of the pumps were not yet in operation.

The defense plan actions triggered by each TSO helped to restore the frequency close to its nominal value. However, it has to be further investigated and checked by comparing to what was expected from TSOs defense plan. In fact, the large difference of load shed for each TSO related to estimated total load has to be understood.

In some TSOs (Italy and Austria), the automatic load shedding was completed by manual load shedding actions due to the low stable frequency near 49.2 Hz a few minutes after the incident.

Generation tripping

Generation contributes to frequency supplying primary reserve and keeping the connection to the grid between 47.5 and 51.5 Hz. Unfortunately immediately after the frequency drop, some generation units tripped thus increasing the imbalance between demand and supply in the area. Generation units which tripped are usually small power units but they are numerous and not directly controlled by TSOs.

Wind generation and combined-heat-and-power is generally connected to the distribution grid, therefore the relevant standards for their performances in case of a frequency drop are less constraining. Usually they have to withstand a frequency drop at 49.5 Hz. Thus for the 49 Hz event that occurred in the Western zone, a significant amount of units tripped on 4 November.

About 40% of the total generation units which tripped during the incident were wind power units. Moreover, 60 % of the wind stations connected to the grid at 22:09 tripped just after the frequency drop.
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Similarly, 30% of combined-heat-and-power power in operation just before the event, tripped during the frequency drop.

In addition to this, except for one thermal generation unit of about 700 MW of nominal power (in Spain), no high power generation unit connected to the TSO network tripped.

In the Western area, a total of about 10 700 MW tripped (see details in Figure 8).

total : 5796 MW

[INFORMATIONS ESSENTIELLES]

[s’agissant du comportement des éoliennes]

Figure 8: Map of generation tripped (total and wind)
The orange squares show the total of generation units started and the wind generation started just before the incident (22:09). The brown squares show the generation units tripped due to the frequency and voltage drop.
Generation automatically reconnected to the grid during the disturbance

The small power generation units such as combined-heat-and-power or wind generation which tripped after the frequency drop, were automatically reconnected to the grid when the conditions of voltage and frequency were in the accepted range. However this occurred without any control from TSOs nor DSOs.

An example of the tripping and automatic reconnection of wind generation is given in Figure 13. 

Generation started by TSOs to restore the frequency after the event

In order to quickly restore the frequency to its nominal 50 Hz, TSOs manually started generation units (mainly hydro ones). This action was done in accordance with the TSOs’ restoration plans; no special co-ordination was undertaken at that time; each TSO acted according to its own rules.

A total of about 16 400 MW was started in the Western area while the tertiary reserve declared in this area was about 18 500 MW. That means that in the Western area, almost all available reserves were started. 

The details of generation units started by TSOs are shown in the Figure 9.
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[…]

Figure 9: Generation units started by TSOs

The physical flows on the lines in the Western zone induced by the system splitting, load shedding, generation tripping and starting, were significantly different from the ones forecasted for normal operation conditions.

Immediately after the events and in the following several minutes, the N-1 criterion was not respected in some areas, especially on some tie-lines. That means that an additional fault on the relevant line of the grid could have a severe impact on system conditions (further separation of the area).

This “out of range” event induced huge physical flows which exceeded total transfer capacity values for a few borders (e.g. France-Spain).

TSO communication and co-ordination

Immediately after the frequency was automatically stabilized, TSOs started the exchange of information trying to identify the origins of the disturbance and the status of the whole interconnected system, however the complete picture was not known immediately.

During a few minutes after the incident, some TSOs stopped the load frequency control (RTE, EnBW TNG, TERNA) in order to analyze the situation very quickly without endangering the system stability.

Since the normal time range of secondary control actions is between 30s and 15 minutes after the frequency deviation, stopping the secondary load frequency for less than 1 minute helped the automatic generation control to stabilize and increase the frequency.

At 22:32, Etrans requested EnBW TNG, RTE, TERNA and APG to change the secondary load frequency control into pure frequency mode 
.

The re-energization of load (restoration of power supply for customers) in most of the countries has been done without co-ordination nor awareness of the split network.
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Preliminary frequency analysis

For prelimiany explanations of the frequency curve during the first minutes after the incident, please refer to Figure 10 focusing on the time range from 22:10:20 to 22:13.

[…]

Figure10: Frequency in the Western area

( – 22:10:28, separation of the Western area from the Eastern part of UCTE

( – 22:10:39, stop of frequency decrease, mainly due to the action of defense plan

( – 22:10:42, beginning of frequency increase caused by primary reserve

( – 22:11:19, frequency maximum at a value near 49.2 Hz

( – 22:12:30 slow frequency raise to reach a normal value of 50 Hz at about 22:25

Range ( to (
Due to the large imbalance in the Western area (see chapter 4.1.1) frequency decreased very quickly with a slope reaching up to 120-150 mHz/s. Moreover, the total imbalance was higher than the estimated primary reserve in the Western area. During this 11s time range, pumped-storage units tripped according to the defense plan but it was not high enough to face the total imbalance. Frequency still decreased.

Range ( to (
During this time range, frequency stopped to decrease mainly due to the automatic load shedding carried out according to the defense plan of each TSO.

Range ( to (
Frequency started to increase and reached a value of about 49.2 Hz. Due to activation of the last primary reserves within thermal power plants the frequency stabilized at 49.2 Hz. According to the first estimations, 15 seconds after the incident most of the available primary reserve was activated which contributed to stabilize the frequency.

Range ( to (
During this time range, the frequency decreased again by about 0.2 Hz for the following reasons (preliminarily assumed): exhaustion of the primary reserve, re-energization started slowly in some TSOs, and generation units tripped.

Range ( and after

After 22:12, the frequency was stable and started to increase from 22:15 to reach a value near 50Hz at about 22:24. The time stamp of frequency increase correlates to the manual increase of generation and start of additional generation units by TSOs.
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5.2. North-Eastern Europe

After cascading trippings of overloaded lines leading to the splitting of the UCTE power system into three large separate areas, the North-East area (see Appendix 4 for composition of the area) faced severe imbalance conditions with a generation surplus of more than 10 000 MW (approx. 17% of total generation in this area before the splitting leading to a situation of high over-frequency. The imbalance was attributable to the fact that before splitting there was a huge transit of electricity from this area towards the West and South of Europe. This is a typical load flow situation in this region, but on this day the volumes of flows were increased as compared to standard days due to high wind conditions in the North of Germany (see Figure 11: Intersystem power flows in area 2 at 22:09).
[…]

[INFORMATIONS ESSENTIELLES]

[s’agissant du comportement des éoliennes]
Figure 11: Intersystem power flows in area 2 at 22:09

This huge imbalance in the North-East area caused the rapid increase of frequency up to about 51.4 Hz reduced to the range of about 50.3 Hz by automatic intentional actions (primary control – standard and emergency range, activation of speed control of certain generating units) and automatic tripping of the generation units sensitive to high frequency value (mainly windmills). Tripping of wind generation with an estimated value of 6200 MW (approx. 5400 MW located in the North of Germany and 800 MW Austria) played the crucial role in decreasing frequency during the first seconds of the disturbance. There were no trippings of windmills in Jutland (Western Denmark).
The new steady-state situation in area 2 established just after the splitting with the frequency of about 50.3 Hz resulted in power flows within area 2 within acceptable limits (see Figure 12 Intersystem power flows in area 2 at 22:12) without the serious danger for power systems operation (except for the areas in the vicinity of tripped lines in E.ON Netz, APG and MAVIR control areas). At this stage of the disturbance, the dispatchers of E.ON Netz, APG and MAVIR were busy with recognizing the emergency situation and identifying the state of their power systems split internally, while the dispatchers of other area 2 TSOs not experienced in line trippings identified the situation only in terms of over-frequency. Part of the load frequency controllers (LFC) in the area 2 was properly switched (automatically or manually) from load and frequency control mode to pure frequency mode. This mode of LFCs’ operation together with continuation of speed control on some generating units ensured continuation of proper automatic response on the generation side under the conditions of over frequency (300 mHz deviation is considered as not accepted being outside the 180 mHz steady deviation acceptable in normal operating conditions) during the first minutes after the disturbance. 
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[INFORMATIONS ESSENTIELLES]

[s’agissant du comportement des éoliennes]

Figure 12: Intersystem power flows in area 2 at 22:12

On the other hand, at the same time (first minutes after the disturbance) the windmills, which tripped at 22:10 started being automatically reconnected to the power systems (in Germany and Austria) thus gradually increasing generation in these control areas (see Figure 13). This behaviour of windmills was contrary to the required decrease of generation in the whole area 2. Since the volume of reconnected wind generation exceeded the volume of generation automatically reduced on other units (mainly thermal) the frequency began to slowly, but steadily increase starting from 22:13.
[INFORMATIONS ESSENTIELLES]

[s’agissant du comportement des éoliennes]

Figure 13: Output of windmills (VE-T, E.ON Netz, from 22:00 to 23:00
Having observed this frequency increase, the dispatchers of involved TSOs started manual actions in order to balance the whole area 2 and decrease the frequency to normal level. These actions included instructions for generating companies to decrease output of units, stopping some of them and starting pumps in pumpedstorage plants. These manual actions superimposed previous automatic ones and ensured steady decrease of generation in most of the thermal power plants of the region, which were able to decrease their output. This was not the case in many thermal units in VE-T control area, which operated close to their minimums already before the disturbance (due to high wind conditions) and thus were not able to contribute to frequency decrease after it. The dispatchers of PSE-O, acting as a CENTREL control block leader, apart from decreasing generation within Poland also approved other CENTREL TSOs (CEPS, SEPS, MAVIR, WPS) deviations from planned exchange programs instructing them at the same time to further decrease the generation within their control areas. In total, at 22:35 the CENTREL power systems together absorbed about 58% out of the initial overcapacity of approx. 10 000 MW in the whole area 2 (mainly PSE-O: 35%, CEPS: 20%), while the other power systems of area 2 absorbed together 32% (VE-T + E.ON Netz: about 23%, APG: 9%). The remaining initial overcapacity roughly estimated at about 10% resulted in an over-frequency of 50.37 Hz (the frequency slowly raised from 50.3 Hz at 22:13 up to 50.45 Hz at 22:28 and then slowly decreased to about 50.3 Hz before resynchronization – see Figure 14 – chart of frequency in area 2).

[…]

Figure 14: Frequency in area 2 (22:00 – 23:00)

This uneven absorption of the initial surplus of generating capacity within area 2, which mainly resulted from the reconnection of windmills in the North of Germany, led in turn to significant changes in power flows within area 2. As indicated above, the power flows established in a new steady state just after the disturbance were within acceptable limits but with the gradual increase of wind generation and decrease of thermal generation after 22:10 these flows started gradually to change.
Generally the process was featured by an increase of generation in the North of Germany (windmills) and decrease of output of thermal plants in the whole area, but mainly in Poland and the Czech Republic resulting in increasing flows from VE-T to PSE-O and CEPS, while other tie lines in the region experienced lower loadings than usual. Already at 22:20, the flows on VE-T/PSE-O and VET/ CEPS profiles exceeded the transfer capacities on these borders acceptable in normal operating conditions 
 (see Figure 15 Intersystem power flows in area 2 at 22:20) and continued to increase further till 22:35 when it reached unacceptable levels even for emergency conditions (see Figure 16: Intersystem power flows in area 2 at 22:30 and Figure 17: Intersystem power flows in area 2 at 22:35).

[…]
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8. Results and interim conclusions

8.1. Background

The events in the evening of 4 November 2006 have been the most severe disturbance in the more than 50-year history of UCTE regarding the number of involved TSOs and the amplitude of the registered frequency deviation. However, the decentralized responsibilities exercised by the UCTE member TSO's for the secure operation demonstrated its efficiency: the appropriate countermeasures in order to prevent further deterioration of the situation were taken and thus avoided a blackout on the European continent.

After cascade tripping of a considerable number of high voltage lines, the UCTE grid was divided into three islands (West, North East and South East) which resulted in significant power imbalances in each island. The power imbalance in the Western area induced a severe frequency drop which caused an interruption of power supply for more than 15 million West European households.

In both under-frequency areas (West and South East), sufficient generation reserves allowed restoring the normal frequency in a relatively short time. In the over-frequency area (North East), the lack of control over generation units (quick reduction of schedules and automatic reconnection of wind generation) contributed to deterioration of system condition in this area (long lasting over-frequency with severe transmission lines overloading). Generally, the uncontrolled behavior of generation (mainly wind farms and combined-heat-and-power) during the disturbance complicated the process of reestablishing normal system conditions.
Resynchronization of the three islands was performed after several unsuccessful attempts. The full resynchronization was completed within 38 minutes after the system split. Although the individual TSO's did not have a complete and clear picture at any moment of the unexpected and exceptional event, normal situation in all European countries was re-established in less than 2 hours.

8.2. Preliminary root causes analyses

The preliminary analyses indicate that the root causes of the disturbance can be grouped around two points:

N-1 criterion security rule

inter TSO co-ordination

N-1 criterion security rule

The N-1 security rule requires that a single incident should not jeopardize the secure operation of the interconnected network. Such incidents are for example tripping of a generation unit, a transmission line or transformer. In particular, the N-1 principle aims at avoiding cascading effects.

Considering the first event of the sequence, switching off the 380 kV Diele - Conneforde line resulted in non N-1 secure conditions in the E.ON Netz grid and on some of its tie-lines to the neighboring TSOs. The evaluation of N-1 secure conditions after the switching action was not based on results of numerical analyses. It was also not based on the analysis for the following hours of possible changes of the system conditions.

Only an empirical evaluation of the situation was performed.

Concerning the high load on the 380 kV line Landesbergen-Wehrendorf which appeared at 22:08, RWE TSO drew the attention on this urgent situation but E.ON Netz did not take efficient remedial actions.

Influence of the topology change in the substation Landesbergen on the power flow on the line was not checked by numerical anaylysis due to the necessary rush. In fact the results of the switching were opposite to the expectations of operators and led to the tripping of the line Wehrendorf – Landesbergen. This tripping initiated the cascading tripping of many lines which resulted in the splitting of UCTE in 3 areas.

The results of the preliminary security calculations performed in the course of this investigation confirm that the N-1 criterion was not fulfilled in the E.ON Netz grid and on some of its tie-lines to the neighboring TSOs.

Inter TSO co-ordination

The initial planning for switching-off the 380 kV Conneforde Diele foreseen on 5 November from 01:00 to 5:00 was prepared by the involved TSOs.

The change of this switching maneuver on the 380 kV Conneforde Diele line was communicated by EON Netz to the other directly involved TSOs very late and was not prepared and checked in the planning phase in order to ensure a secure operation of the system in this area.

In spite of the fact that the network was highly loaded at that time, no efficient remedial action was prepared by E.ON Netz in order to keep a minimum safety margin and to prevent a possible increase of the flow due to changes in generation (especially wind power), in consumption and in cross border exchanges for the following hours.
Just before the triggering event at the Landesbergen substation due to the necessary rush neither coordination nor consultation was performed by E.ON Netz towards directly involved TSOs.

No specific attention was given by E.ON Netz to the fact that the protection devices have different settings on both sides of the Landesbergen-Wehrendorf line. This specific issue was critical regarding the very high flow on this line (close to the tripping limit in the RWE TSO Wehrendorf substation).

8.3. Other critical facts

The following sections summarize the preliminary findings on the critical facts that occurred during the disturbance: generation related issues, range of the possible actions for the dispatchers to handle grid congestions, defense and restoration plans, resynchronization process and training of dispatchers.

These issues will be further investigated in order to evaluate their specific effect and consequences on the disturbance.

Generation related issues

During the disturbance, a significant amount of generation units tripped due to the frequency drop in the system which resulted in the increased imbalance. Most of this generation is connected to the distribution grid (especially wind and combined-heat-and-power).

In a similar way, the uncontrolled reconnection of generation units was causing further imbalance in the area with a power surplus.

This situation certainly had an influence on the frequency behavior during the first seconds and minutes after the splitting of the UCTE system and it contributed to the deterioration of system conditions. 

Additionally, most of the TSOs do not have the real time data of the power units connected to the distribution grid.

The restoration of the frequency after activation of the defense plans requires sufficient means for rescheduling generation in individual control areas (resources, procedures).

However the automatic restarting of a considerable amount of wind generation in the North part of Germany was not immediately compensated by a corresponding amount of decreased generation in thermal or hydro power plants.
During the incident, the growing surplus of generation in Germany balanced by the decrease of generation in other countries in the North - East area (mainly in Poland and the Czech Republic) induced significant additional problems in the transmission grid (overloading of some lines). The insufficient rescheduling of generation output was a main reason for long lasting frequency deviations in the East-North area and for re-synchronisation failures.

Range of possible actions for the dispatchers to handle grid congestions

To remove a constraint and restore a secure operation of the grid and the N-1 criterion, German TSOs have to manage a number of actions defined in the German Energy Law and internal procedures: grid related measures, market related measures and other “adjustments” for the management of emergency situations.

The adequacy of such measures that have to be duly prepared will need to be further investigated taking into account the remaining safety margin in the grid, variable factors such as changes of exchange programs, generation changes and finally the time needed for dispatchers to implement a given measure.

Defense and restoration plans

In some control areas, the re-energization process of the customers started without proper knowledge of the situation of the overall UCTE system. Some DSOs started to reconnect customers without coordination with TSOs. These actions worsened the conditions for TSOs in order to restore normal system conditions.

Resynchronization

Actions taken by TSOs during the resynchronization process were not sufficiently coordinated. There were several unsuccessful attempts to a) put lines back into operation and b) to resynchronise the 3 different system areas with only a partial view of the status of the whole grid. The protection devices performed correctly and prevented further negative consequences.

Training of dispatchers

Further investigation is necessary to determine the accuracy and completeness of dispatchers training. Two aspects have to be examined in terms of:

procedures and tools and

inter-TSO co-ordination and consultation under normal and emergency conditions.
9. Further work of the Investigation Committee

The Committee’s further work will address amongst others, the following issues:

Capacities for N-1 criterion fulfilment by directly involved TSOs

· Current means for security analysis and simulations from the planning period to real time

· Range of available actions and measures to be taken in collaboration with neighbouring TSOs to handle grid congestions

· Regional areas taken into account for the security simulations and analysis

· Accuracy of the security simulation models taking into account the actual system components and system parameters

Coordination between TSOs

· Exchanges of data and results of security analysis in terms of possible constraints and adequate remedial actions (from the planning horizon to real time)

· How are the different protection settings on lines taken into account by TSOs from the planning period to real time

· Awareness of TSOs about the generation located outside each TSO control area that has an influence on the physical flows and security issues

· Awareness of the splitting and of the actual situation of the UCTE system after the splitting 

· Resynchronization process in each control area

Compliance with Operation Handbook Policies

· Difference between security standards and actual performance

Defence plan actions

· Criteria for load shedding and pumped-storage tripping in case of under-frequency

· Comparison between defined actions and actual behavior

Re-energization

· Procedures and criteria for re-energization of the customers after load shedding

· Analyses of the applied procedures

Frequency management

· analysis of the impact of any change in frequency mode management

· Delays Coordination and information exchange between TSOs

· Security for action

Generation behaviour

· Criteria for generation islanding in case of frequency deviations

· Level of compliance of generation units with currently applicable standards

Coordination between TSO and the generators connected to its grid

· Awareness of the program schedules before and during operation time: information from generators about their programs and modifications for the following hours

· Capabilities of modulation of the generation programs by the TSO

· Possibilities of modulation of wind power under emergency conditions

· Level of real time information and control over the generation connected to the distribution grid.
Stability conditions of the UCTE system before the sequence of events on 4 November Training of dispatchers

Determination of the accuracy and completeness of dispatchers training in terms of:

· procedures and tools

· co-ordination with neighbouring TSOs

Recommendations for improvement of procedures at the level of individual TSOs and security standards at the level of UCTE.
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10. Appendixes

Appendix 1 - Investigation Committee  

Appendix 2 – Planned non-availabilities of EHV tie-lines and internal lines

Appendix 3 – Sequence of tripped lines

Appendix 4 – List of TSOs in each area

Appendix 5 – Summary of load shedding actions in West area
� An exchange program represents the total scheduled energy interchange between two control areas or between control blocks.


� German TSO dispatchers have to examine the following possibilities in case they have to manage a congestion in the following order:


1. Grid-related measures which are non-cost measures :


- all possible topology changes


- full utilization of the operational limits (e.g. lowest acceptable voltage level)


2. Market-related measures which are cost measures based on contracts with third parties:


- re-dispatching


- counter trading


- activating of tertiary reserve


- switching of special loads


- capacity reduction (only in day-ahead)


- activating of additional reserves (e.g. from neighbouring TSOs)


3. If all measures of 1 and 2 are fully utilized or time is too short:


- shortening of already confirmed exchanges schedules


- load shedding


- voltage reduction beyond acceptable limits


- direct order to all kinds of power plants including wind generation.


� values are rounded at 100 MW step


� LFC could be set in 3 modes:


1. Secondary load frequency control: (E = (.(F + (Pi


2. Secondary frequency control: (E = (.(F ((Pi =0)


3. Secondary load control: (E = (Pi ((=0)


In case of quick frequency drop, setting the LFC in frequency mode allows to maintain the frequency regardless of the geographical location of the disturbance origin. This action needs to be done in co-ordination, in order to avoid further N-1 violation on borders.


� at this time it was necessary to switch off manually the 400/220 kV transformer in Krajnik substation (north west of Poland), which overloading reached 147% and was still increasing.


� Participants francophones à ce groupe de travail: Marcel BIAL (UCTE) et Clotilde LEVILLAIN (RTE).





